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Personalized Marketing 
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Abstract—In electronic commerce markets, firms can easily achieve customers’ personal information such as identity, 

demographic information, and shopping behavior. Researches in securing statistical database had introduced several tools and 

methods to secure such statistical database with sensitive personal information. Although the data perturbation methods secure 

the database very effectively, it is not applicable to the application beyond the simple statistical analysis on means, variances 

and covariance. In this paper, I suggest Multiple Staged Slice Perturbation Methods in order to apply them to RFM analysis. My 

study shows the possibility of applying a simple modification to perturbation methods in order to be able to perform the RFM 

analysis. My method of slicing the database into decile and perturbing each decile separately would maintain the mean and the 

standard deviation of each decile. I showed that current data security methods may not be applicable to some business analysis 

that deals with more than the mean, standard deviation and covariance between variables. Since perturbation method 

guarantees protection against exact disclosure, there is no threat of exact disclosure even if data is partitioned into small pieces 

and perturbed individually. However, because partitioning limits range of shuffling effect, partial disclosure is possible. Therefore, 

for achieving the maximum utility while preserving maximum security level, the number of partition should be minimized. 

Index Terms— Data Mining, Data Perturbation, Privacy-preserving database, Statistical Database, Database Security.  

——————————      —————————— 

1 INTRODUCTION

N electronic commerce markets, firms can easily 
achieve customers’ personal information such as 
identity, demographic information, and shopping 

behavior. Such customer’s private information is criti-
cal for direct marketing purposes [3, 12]. Firms use 
such information to profile the customer to infer the 
most profitable groups of customers. Personal infor-
mation of customers is stored in a statistical database 
that has an ability of providing statistical information 
to users [4].  

Although such profiling helps increasing the preci-
sion of marketing ability of a firm, a firm handling 
such statistical database also faces the risk of misuse of 
such information by unauthorized personnel. Unau-
thorized personnel not only include hackers or intrud-
ers who try to gain access to the data, but also include 
insiders who do not have enough privilege to access 
the data. Security issues arise when an unauthorized 
user obtains at least partial information that is suffi-
cient to infer confidential information about any indi-
vidual in the database with significant precision. Late-
ly, securing such statistical database with customer 
information has become a critical issue for electronic 
commerce as privacy issues gain more attention [5]. 

Researches in securing statistical database had in-
troduced several tools and methods to secure such sta-
tistical database with sensitive personal information. 
Such techniques suggested for securing statistical da-

tabases are implemented by either limiting the use of 
database or altering precision of database [1, 4, 9, 10]. 
For application purposes, trade-offs between accuracy 
and rate of disclosure of these solutions have to be 
considered. One of widely studied approach is data 
perturbation methods [8, 13]. It gains more attention as 
it is more effective in both ease of implementation and 
level of security that could be provided, alters data 
values to make the database less precise. This method 
adds random noise to the database entries so that exact 
confidential information can be protected while the 
original statistical information such as means, standard 
deviation, and correlation with other variables can be 
preserved [8].  

Although the data perturbation methods secure the 
database very effectively, it is not applicable to the ap-
plication beyond the simple statistical analysis on 
means, variances and covariance. In reality, most firms 
demand more than such simple analyses. Among the 
many techniques that have been used in the marketing 
practices, Recency, Frequency and Monetary (RFM) 
analysis, a well-known direct marketing analysis ap-
plication, has been a popular tool for direct marketing 
campaign [1, 6, 7, 11].  

Though it is not as sophisticated as many recent da-
ta mining techniques but only requires basic statistical 
tools for analysis, current data perturbation methods 
do not support RFM analysis as the analysis requires 
more than means, variances and covariance. It uses 
historic purchase data to study customer behaviors 
and segment customers in order to find the most re-
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sponsive customers through analysis of three main 
variables of recency, frequency, and monetary value of 
each customer. Recency is defined as the time when 
the most recent purchase was made, frequency is de-
fined as the number of purchases made by each cus-
tomer, and monetary value is defined as the total dol-
lar amount a customer has spent life-to-date. Using the 
RFM analysis, customers are ranked from highest to 
lowest profitable based on their RFM scores. For each 
variable, customers are classified into segments [7]. 
RFM analysis requires quintile or decile clustering in-
formation.  

 In this paper, I suggest Multiple Staged Slice Pertur-
bation Methods in order to apply them to RFM analysis. 
Since most techniques available to secure statistical 
database limit the use of database at its full potential, 
existing methods restrict performing such RFM analy-
sis.  By slicing the database into pieces and applying 
the existing method multiple times, I try to preserve 
clustering information within the database while ex-
ploiting full aspects of the existing data perturbation 
method so that the method can be applied to secure 
the database while performing the RFM analysis.  

The rest of this paper is organized as follows. Sec-
tion 2 summarizes existing methods of securing such 
statistical database. Section 3 describes aspects of RFM 
analysis and privacy issues associated with the analy-
sis. In section 4, I introduce the modified model of ex-
isting perturbation method. Analysis and the main 
results of my experiments are presented in Section 5, 
and the last section offers some concluding remarks. 

2 THEORY 

2.1 Data Perturbation Methods 

Data perturbation methods preserve security while 
maintaining some statistical aspect of the original data 
set. The fundamental idea is to add a random “noise” to 
the confidential data to alter the database so that it can 
protect the original values from unnecessary disclosure 
[13]. For example, General Additive Data Perturbation 
(GADP) method by Muralidhar et al. [8] creates per-
turbed data using covariance between original confiden-
tial dataset and perturbed dataset. Therefore, GADP 
method could maintain security level while preserving 
mean, standard deviation of original dataset as well as 
covariance with other datasets.  

Perturbation methods allow the analysis of the data-
base at full potential without any limitation on access to 
the perturbed confidential or original non-confidential 
attributes. Moreover, perturbation method makes the 
statistical database portable. That is, after perturbation, 
statistical database can be exported for use outside of the 
firm, so that marketing analysis can be outsourced with-
out risking the disclosure of confidential data. However, 
data perturbation sacrifices precision of query results. 
Although it tries to maintain some statistical information 

such as mean, variance and covariance, not all statistical 
information could be obtained due to the limitation of 
perturbation methods. For example, due to the “shuf-
fling” effect of perturbation method, it does not maintain 
the rank of records and therefore a regression analysis 
also would be different after the perturbation.  Table 1 
summarizes various privacy-preserving methods. 

2.2 The RFM Analysis 

The RFM analysis is a widely used tool in marketing 
since the data on RFM variables are easy to collect and 
the analysis does not require complex statistical back-
ground or modeling techniques [6]. Several different 
segmentation methods for the RFM analysis have been 
introduced [9]. The most widely used segmentation 
method is to divide customers equally into five bins or 
cells for each variable. The RFM analysis maintains the 
information about the most recent time of purchase 
(recency), the number of times the customers made 
purchases (frequency), and the average money she or 
he spent (monetary). It does not have longitudinal in-
formation to track patterns or stream of customer be-
haviors. Rather, the RFM analysis only captures the 
“snapshot” of the customer behaviors. However, it can 
be used along with various other analyses to generate 
more insightful information.  

In catalog sales industry, for example, the RFM 
analysis can be used to sort out existing customers for 
future marketing campaign [2]. The historical sales 
data can be sorted out based on the RFM ranks of each 
customer, and each segment is compared with the av-
erage response rate. For a certain segment, if the aver-
age response rate is greater than the threshold, the 
segment is retained for the next campaign. By eliminat-
ing less responsive customers and focusing on the 
most responsive customers, it enables marketers to 
reduce unnecessary costs and to increase the profitabil-
ity.  

Hughes [7] suggested using quintile for each varia-
ble. Customers are segmented into five groups based 

TABLE 1 
SUMMARY OF PRIVACY PRESERVING METHODS 
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on recency value, and then each segment is further di-
vided into another five groups based on frequency 
value, and then divided even further into another five 
groups based on monetary value. Using this approach, 
customers are segmented into 125 (= 5 x 5 x 5) seg-
ments. If the dataset is large, decile could be used in-
stead of quintile. In this case, the total number of cells 
would be 1,000 segments (= 10 × 10 × 10). Each seg-
ment can be evaluated using response rate, profitabil-
ity, or other measures. 

For illustration (and subsequent analysis) purposes, 
let us consider the example of an electronic commerce 
company. Assume that the company keeps sales histo-
ry of customers. Customer identification number (cus-
tid), days since last purchase (recency), total number of 
purchase (frequency) and total dollars spent (mone-
tary) values are collected for the RFM analysis. In addi-
tion, binary variable for whether the customer re-
sponded to the last email advertisement by making 
purchase or not (buyer) is included to predict response 
rate of each cell. The company maintains such data for 
10,000 customers. For experimental analysis, database 
can be generated using random number generator re-
flecting typical aspects of RFM database as described 
in [7].  

Summary of database is described in Table 2. Each 
percentile group of recency, frequency and monetary 
are computed from “recency”, “frequency” and “mon-
etary” variables and stored into “R”, “F” and “M” var-
iables, respectively. Each percentile group is divided 
into five subgroups (quintiles) and coded from “1” to 
“5.” After classifying each RFM variable into quintile, 
three codes are aggregated into three digit codes. For 
example, if a record scored “1” in recency, “4” in fre-
quency and “5” in monetary, three digit RFM code 
would be “145.” Similarly, all records are classified into 
125 distinct segments based on recency, frequency and 
monetary activity. Mean of the “buyer” variable of 
each RFM segment is the response rate of each seg-
ment. 

Assume that the company is intended to send email 
only to the customers who are most likely to respond. 
If the company sets a goal of 2.5% response rate for 
upcoming email advertisement, the customers on the 

segments with a response rate higher than 2.5% would 
be selected for campaign and others would be exclud-
ed. In this example, 35 segments are selected and 90 
segments are excluded. Top ten cells are listed on Ta-
ble 3. Figure 1 depicts the relationship between RFM 
scores and response rate.  

Clearly, some segments outperform others in terms 
of response rate. Hughes [6] argued that recency is the 
most influential, frequency is marginal, and monetary 
is almost flat (see Figure 1). However, by incorporating 
all three variables, the results accurately segment cus-
tomers (see Figure 2). 

 

Fig. 2. Bar-chart showing response rate for each RFM segment 
            (set 1) 

 

Fig. 1. Response Rate by each RFM Variables. (Set 1)  

TABLE 2 
DATABASE FOR RFM ANALYSIS 
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3 BACKGROUND AND ASSUMPTIONS 

3.1 Privacy Issues in RFM Analysis 

Is RFM data confidential? The answer is yes in 
many cases. Basic required variables are recency, fre-
quency and monetary values that constitute a custom-
er’s shopping behaviors. Since the aim of RFM analysis 
is to develop a new direct marketing campaign, per-

sonal identifiable information such as name and ad-
dress is included or at least linked to the RFM data. 
Even if some of RFM variables (such as recency and 
frequency) could be coded into their decile or quintile 
rank and may not require exact value, exact monetary 
value is necessary for the analysis since profitability is 
computed based on the monetary information. Moreo-
ver, it is common practice to outsource the marketing 
campaign. When outsourced, data that is considered 
non-confidential when it is used in-house might be-
come confidential. For example, historical sales data of 
customers may be non-confidential for an internal ana-
lyst, but can become confidential for an outside ana-
lyst. 

Consider a customer who recently made purchase 
from the electronic commerce company. If the custom-
er had no purchase history with this merchant before, 
RFM data would show the exact time of the purchase 
on recency variable and the exact amount she spent on 
monetary variable. Frequency variable would confirm 
that she made the purchase with this store only once. 
All these values are considered to be private infor-
mation of the customer since the data represent at least 
some part, if not all, of her shopping behaviors. 

Due to the privacy issues described above, it is cru-
cial to have proper protection on such confidential in-
formation. Strictly speaking, if the collection, analysis 
and storage of such customer’s information are all car-
ried out legitimately, there should be no legal issues. 
However, maintaining strict legitimacy is not always 
possible. Storing such sensitive information in non-
secure storage space (such as personal computer) may 
also result in improper transfer – lost or stolen by 

snoopers. Transferring such information to a third par-
ty analyst may also cause concerns for information 
leaking. In many cases, mainly due to the need for ac-
curacy or the inability to understand the importance of 
protecting such information, the database that contains 
private information has been used with no or little pro-
tection. As a result, preserving the privacy of custom-
ers while still being able to perform customer RFM 
analysis is important. 

 
 3.2  Applying Data Perturbation method in RFM 

analysis 

In section 3.1, I argue that RFM data is confidential 
and therefore should be protected from unnecessary 
disclosure. Easiest way to secure the RFM data is to 
split the database into two segments, confidential and 
non-confidential attributes. Unauthorized personnel 
should not access to the confidential information, but 
is allowed to use non-confidential segments for her 
analysis. 

However, splitting the database into two segments 
is not guaranteed to prevent security breaches. There is 
always a possibility of disclosure either by an accident 
or by an intended intrusion. Therefore, to be confident, 
some methods to protect RFM database should be im-
plemented. Query restriction, however, is not an op-
tion as it not only limits comprehensive analysis of the 
data, but also does not provide full security as men-
tioned in Section 2.  

I consider a data perturbation method as an alterna-
tive to secure RFM database. Since the RFM analysis is 
to study the relationship between RFM variables and 
target outcome, perturbation methods seem applicable 
to RFM analysis since it maintains covariance between 
recency, frequency and monetary values as well as co-
variance between these RFM variables and target out-
come variable such as profit, response rate or etc. 
Moreover, portability of data perturbation methods 
facilitates the RFM analysis, even though they still 
cannot be used directly due to the possible misclassifi-
cation errors described earlier.  

However, since data perturbation methods only 
provide mean, standard deviation and covariance in-
formation, it m`ay also not be directly applicable for 
RFM analysis. For the RFM analysis, database should 
be classified based on the score of each attribute on the 
date of the most recent purchase, the number of pur-
chases, and the monetary value that the customer 
spent on average. In all of the three cases of recency, 
frequency and monetary variables, data is analyzed 
based on the ranking of each category and classified 
into quintile or decile. Since the clustering information 
of data is destroyed after data perturbation, perturbed 
database would not be directly applicable in the RFM 
analysis.  

Although perturbation method preserves the mean 
and standard deviation as well as the distribution of 

TABLE 3 
TOP 10 RFM CELLS BY HIGHEST RESPONSE RATE 
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the database, it destroys the rank order of each varia-
ble in the original database that is required to classify 
customers into decile cell membership for RFM analy-
sis. However, data perturbation methods provide ac-
curate mean, standard deviation and correlation in-
formation that is useful for the RFM analysis. In the 
RFM analysis, accuracy need not be precise to single 
records; only the proper placement of records into each 
“segment” plus the preservation of mean and standard 
deviation of each “cell” would be required for the RFM 
analysis.  

Ideally, it would be best to maintain the mean, 
standard deviation and covariance as well as the order 
of the data while also achieving the maximum security 
level. However, security only can be achieved by sacri-
ficing the accuracy of data, thus imposing the security-
accuracy tradeoff. Therefore, it is important to find a 
way to modify data perturbation methods so that it 
can still perform the RFM analysis. Since the RFM 
analysis focuses on clustering, the key is to find ways 
to perturb data that preserve clustering. 

To protect confidentiality while utilizing full aspects 
of RFM analysis, a technique that could (1) protect con-
fidentiality and (2) preserve rank orderings is thus re-
quired. Issues with partial disclosure and unnecessary 
limitation on non-confidential information access pre-
vent the use of the database at full potential. Although 
RFM analysis does not require disclosing individual 
entries in the customer database for analysis, full ac-
cess to the database for segmenting customers is re-
quired for such analysis.  

Data perturbation methods prevent the direct use of 
data for RFM since they “shuffle” data and can destroy 
the clustering of the original dataset. The order of the 
data is not preserved due to the random noise effect of 
perturbation methods. In this paper, I “slice” the 
whole dataset into decile and apply perturbation tech-
nique to each decile. It would shuffle data only within 
the decile so that it would minimize distortion of clus-
tering. To verify feasibility of the proposed solution, I 
tested the methodology against the original GADP 
method proposed by Muralidhar et al. [8] using the 
above example of randomly generated 10,000 records. 

4 MODEL 

4.1. Multiple Staged Slice Perturbation Model 
I explore the possibility of preserving security and 

characteristics of data perturbation methods while also 
preserving clustering of confidential information that 
is required for the RFM analysis. Obviously, using ex-
isting perturbation methods directly is not feasible as it 
does not provide accurate clustering due to the prob-
lems identified earlier. So, I first consider partitioning 
the dataset for the RFM analysis before applying the 
perturbation. That is, I suggest creating decile cells ex-
ante.  Since perturbation methods preserve the original 
mean and standard deviation, creating decile cells first 

and then perturbing each individual cell later would 
provide more accurate data set that can be used for the 
subsequent RFM analysis.  

However, slicing the whole dataset into 125 clusters 
(5 × 5 × 5) or 1000 clusters (10 × 10 × 10) creates anoth-
er problem. Since each individual cluster is too narrow 
compare to the whole, perturbing the data within the 
cluster may not be as secure as perturbing the whole. 
Especially if the whole dataset is small, partial disclo-
sure maybe possible as one can infer the original value 
from a very narrow cluster. Therefore, applying RFM 
slicing first then perturbing may not be feasible.  

The strength of data perturbation methods, especial-
ly General Additive Data Perturbation method sug-
gested by Muralidhar et al. [8], is that they maintain 
covariance not only among perturbed data attributes 
but also between perturbed data attributes and origi-
nal attributes. It leads to an idea of multiple-staged 
data perturbation. Since the covariance is always pre-
served, it is possible to perturb one attribute first, then 
after the first perturbation, perturb another attribute 
while treating the previously perturbed attribute as the 
original attribute. It provides the possibility of slicing 
the whole dataset into five (quintile) or ten (decile) 
clusters instead of 125 or 1,000 clusters.  

Data perturbation “shuffles” the data with a small 
random noise added to data to maintain mean and 
standard deviation. Since the data should maintain the 
mean and the standard deviation, the value added to 
one record should be subtracted from another rec-
ord(s), and the distance between the mean should be 
the same to preserve same mean and standard devia-
tion. I expect that by applying GADP method to the 
dataset directly, the rank order of each confidential 
field would be destroyed, and therefore decile mem-
bership by each confidential value would not be pre-
served. However, by the nature of the GADP method, I 
expect that mean, standard deviation and correlation 
would be maintained.  

The GADP method of Muralidhar et al. [8] is ap-
plied to the electronic commerce merchant example. 
The dataset consists of randomly generated 10,000 rec-
ords. Descriptive statistics of original dataset is report-
ed in Appendix A. The original data is partitioned into 
125 groups by its percentile score of RFM variables. 
Each group is numbered from “1” (lowest) to “5” 
(highest). As discussed earlier, all of three RFM varia-
bles (“recency”, “frequency” and “monetary values“) 
can be considered to be confidential. When GADP 
method is applied to the whole electronic commerce 
merchant dataset, it shows that about 86% of records 
are misclassified, 22% of customers are misclassified 
into next adjacent cell while 63.8% of customers is mis-
classified into even further cells. Summary of misclas-
sification is shown on Table 4. According to the exper-
iment, applying GADP method to the whole dataset 
destroys decile membership, and therefore GADP 
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method is not directly applicable for RFM analysis. 
I argue that partitioning dataset into decile or quin-

tile first and then applying perturbation method indi-
vidually to each decile or quintile would maintain the 
original decile or quintile membership of confidential 
fields. In my proposed approach, GADP method is 
applied three times. Each recency, frequency and mon-
etary variables is partitioned into five (quintile, set 1) 
or ten (decile, set 2) groups and perturbed one at a 
time.  

After each perturbation, original attribute is re-
placed with perturbed attribute and previously per-
turbed attributes are considered as non-confidential 
attributes. For instance, at the first stage, recency vari-
able is partitioned into five groups and for each clus-
ter, GADP method is applied. After the first perturba-
tion, original recency variable is replaced with the per-
turbed recency variable. At the next stage, frequency 
variable is partitioned into five groups. The GADP 
method is applied to each group individually only to 
the frequency attribute, then merged to create one 
large set, and replaced with the original frequency at-
tribute and so on. Since GADP method maintains co-
variance of perturbed and original attributes, it is ac-
ceptable to replace the original attributes with the per-
turbed attributes for the next perturbation. Descriptive 
statistics of each partitioned perturbed sets are also 
depicted in Appendix A.  

After applying the suggested method, the percentile 
score is generated again according to perturbed RFM 
scores and the results are compared with original per-
centile scores to decide whether any changes have 
been made. Since data is pre-segmented before pertur-
bation, I expect that the percentile rank by perturbed 
RFM values would be similar to the percentile rank by 
original RFM values. However, I also expect that the 
classification might not be perfectly the same, and 
there might be some misclassification due to the ran-
dom effect of the GADP method. 

Lastly, the RFM analysis is performed using three 
data sets (original, GADP and partitioned GADP). The 

RFM analysis results from GADP method (Set 2) and 
suggested method (Sets 3 and 4) are compared with 
that of original dataset (Set 1). Response rate, selected 
decile, and selected customers are compared. First, 
quintile group of “recency”, “frequency” and “mone-
tary value” variables are recorded into “R”, “F” and 
“M” variable respectively. “RFM” variable is recorded 
according to the “R”, “F” and “M” scores (RFM = R × 
100 + F × 10 + M). Response rate for each RFM cells are 
then computed. By applying threshold rate of 2.5% to 
the dataset, the most responsible group is identified, 
and a list of most responsible customers is generated. 
All sets are compared against the original set to decide 
whether there is any difference between them.  

5 RESULTS 

Two different partitioning, quintile and decile are 
applied and compared against original dataset. Result 
of quintile partitioning (Set 3) before applying GADP 
method shows a little improvement in terms of fewer 
misclassifications; however, only 39% of records are 
correctly classified while 61% of records are misclassi-
fied. About 37% of records are off by one adjacent cell. 
This is due to random noise effect of perturbation 
method. Records at the border of each cell may ex-
change their position due to addition of noise. About 
24% of records are misclassified into even further cells. 
This is significant improvement from conventional 
GADP method.  

Decile classification result (Set 4) produced by per-
forming RFM after using suggested method is com-
pared to that performed using the original data. Re-
sults show that only 13% of records are misclassified, 
10.8% of customers are misclassified off of one cell, 
and 1.3% of customers are misclassified into further 
cells. Summary of misclassification is shown in Table 5. 
Although some misclassifications still exist, customers 
who are misclassified are only off by a maximum of 3 
cells. The result shows that by partitioning cells before 
applying GADP method considerably increases feasi-

TABLE 5 
TABLE OF MISCLASSIFICATION (SET 3 VS. SET 1) 

 

TABLE 4 
TABLE OF MISCLASSIFICATION OF GADP DATASET VS. ORIGI-

NAL DATASET 
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bility of the RFM analysis while benefiting from the 
security provided by the GADP method. Furthermore, 
statistics such as mean, standard deviation and covari-
ance is retained. Based on the simulation, I can con-
clude that suggested method would better maintain 
the original decile membership of confidential field. 

Although partitioning the dataset significantly re-
duced rate of misclassification, some of the customers 
are still misclassified due to the random effect of 
GADP method. Moreover, the ranks of some RFM cells 
by response rate have also changed as shown in Figure 
3. However, this few misclassifications may be ac-
ceptable since RFM analysis is a “prediction” of future 
behavior of customer, and there is always a statistical 
error between the “true” behavior of customers and 
statistically predicted forecast. Moreover, variance of 
misclassification is considerably smaller than that ap-
plying only GADP method to the whole dataset. There 
is significantly less chance to classify “best” customers 
into “worst” customers and vice versa, but it is still 
likely to classify “best” customers into second or third 
“best” customers and vice versa. 

Since perturbation method does not raise issues of 
exact disclosure, level of security in perturbation 

method depends on possibility of partial disclosure. To 
measure confidentiality of the methods, Muralidhar et 
al. [8] used two measures of (1) variance between orig-
inal attribute and the perturbed attribute and (2) max-
imum proportion of variance that can be explained by 
any linear combination of confidential attributes using 
a linear combination of non-confidential attributes. 
Variance between original attribute and the perturbed 
attribute can be measured by 

S1 =Var(X -Y ) /Var(X)   (1) 

where X represents a single original attribute and Y 
represents a single perturbed attribute. Therefore 
threshold for S1 is 1 meaning that, if S1 is greater than 
1, no additional information is supplied due to pertur-
bation. For example, if S1 is 1.8, variance between orig-
inal attribute and the perturbed attribute exceeds vari-
ance of original attribute alone, therefore the perturba-
tion does not reveal any additional information. Note 
that for S1, 1 is a hurdle rate, and anything above 1 can 
be considered as secured.  

Maximum proportion of variance among linear 

combination of confidential and non-confidential attrib-
utes can be measured by 

12S    (2) 

where   represents the largest eigenvalue resulting 

from the following matrix: 

VXVVXVXX   11
, where V = {S, Y}, 

and 















YYYS

SYSS

VV . 

Muralidhar et al. [8] suggests that linear combination 
(S2) should be higher than .5. However,  

GADP method predefines the linear combination S2 
and produces the perturbed dataset according to the 
predefined linear combination S2. In my marketing 
example, S2 is set to .65. However, it is worthwhile to 
report that for S2 = .5 and S2 = .8, results in terms of S1 
and classification result of RFM analysis were not sig-

nificantly different from initial analysis S2 = .65. I sus-
pect that it is because each recency, frequency and 
monetary values by nature is not linear dependant of 
one another. 

Security level measured by S1 and S2 for GADP 
method in my marketing example is S1 = 1.30 and S2 = 
.65. Security level measures of my suggested models 
are S1 = 1.13 and S2 = .65 (for Set 1, quintile partition-
ing) and S1 = 1.06 and S2 = .65 (for Set 2 decile partition-
ing). The result shows that variance between original 
attributes and perturbed attributes are slightly lower 
due to partitioning. When partitioning occurred first, 
perturbation was accomplished within the segment. 
Variance between original attributes and perturbed 

 

Fig. 3. Bar-chart showing response rate for each RFM segment 
            (set 3) 

TABLE 6 
TABLE OF MISCLASSIFICATION (SET 3 VS. SET 1) 
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attributes should be limited to the range of segment. 
To preserve clustering, some restriction should be re-
laxed. Security measures imply that more partitioning 
yield better clustering results with less possibility of 
partial disclosure. However, due to multiple staged 
slicing of original data, I could maintain the security 
level of S1 above the threshold of 1 that Muralidhar et 
al suggests. 

 The result suggests that the proposed method in 
this paper actually maintains the desired security level 
(S1> 1 and S2 > .5) while provide ability of performing 
RFM analysis. Both quintile and decile partitioning 
provides secure dataset after perturbation. However, 
decile partitioning provides much accurate classifica-
tion. This is because the number of partition for per-
turbation was twice as many as actual RFM analysis 
therefore it offsets the misclassification rates. Yet, secu-
rity level of S1 is only 1.06. Although the hurdle rate 
for S1 is 1 and the result is greater than 1 so that it is 
secure in my example, it is too close to 1. Depending 
on dataset size or variance of attribute, especially small 
number of data or small variance in one or more of 
RFM attributes, security level S1 could go below 1.  

DBAs should consider this possibility and must 
check S1 after perturbation to ensure security level. 
Note that S1 does not mean that the perturbed dataset 
is completely useless, but it has some risk of partial 
disclosure. To increase S1, one can consider quintile 
partitioning or partitioning into somewhere between 
quintile and decile. The result shows that the security 
level of S1 increases as the number of partition de-
creases by sacrificing accuracy. Note that the rate in-
crease of misclassification for quintile from decile is 
much greater than the security gain from decile to 
quintile. Depending on precision of marketing cam-
paign and desired security level, one should decide 
level of accuracy at the cost of security. 

6. CONCLUSION 

The RFM analysis is widely used for direct market-
ing. It is a simple and powerful tool to analyze cus-
tomer’s behaviors. As the Internet commerce expands, 
it is easy to collect customer’s purchase history and 
track their shopping behavior. As the competition 
grows intense, understanding customer’s behavior is a 
key to success in the Information Society. However, 
privacy issues are also becoming grave concerns for 
consumers. Customers are annoyed by spam mails and 
solicitation telephone calls, and claim that the firms 
should protect their privacy and analyze their private 
information legitimately.  

Many techniques have been introduced to overcome 
privacy issues and they include query restriction 
methods and data perturbation methods. Query re-
striction methods are not applicable to the RFM analy-
sis due to their limitation on accessing data and threat 
of exact or partial disclosure. Although data perturba-

tion methods protect against such partial disclosure, 
they are of limited value for RFM applications that re-
quire preserving the clustering of data into ordered 
deciles. Thus, although data perturbation provides full 
access to data and better security and maintaining 
some aspects of statistical information, it is not directly 
applicable to the RFM analysis since it destroys the 
rank order of the data and therefore the segmentation 
would be inaccurate.  

My study shows the possibility of applying a simple 
modification to perturbation methods in order to be 
able to perform the RFM analysis. My method of slic-
ing the database into decile and perturbing each decile 
separately would maintain the mean and the standard 
deviation of each decile. Moreover, as in the General 
Additive Perturbation method that is intended to 
maintain covariance between confidential and non-
confidential fields, the covariance between RFM varia-
bles and other variables is preserved, which adds accu-
racy of the analysis to the suggested method. 

In this paper, I showed that current data security 
methods may not be applicable to some business anal-
ysis that deals with more than the mean, standard de-
viation and covariance between variables. My study 
suggested simple variation of existing methods that 
can solve the issues with the RFM analysis. However, 
the proposed method is only applicable to specific 
RFM analysis that maintains covariance between con-
fidential and non-confidential fields and may not be 
applicable to other possible analyses. The proposed 
method is only applicable when the database needs be 
segmented into quintile or decile.  

Since perturbation method guarantees protection 
against exact disclosure, there is no threat of exact dis-
closure even if data is partitioned into small pieces and 
perturbed individually. However, because partitioning 
limits range of shuffling effect, partial disclosure is 
possible. Therefore, for achieving the maximum utility 
while preserving maximum security level, the number 
of partition should be minimized. 
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